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  OVERVIEW 
 

Thank you for purchasing  the Apposite Technologies Netropy network  emulator . This TrdqƦr 
Guide describes the installation, configuration, and operation of the Netropy product . A 
companion Hardware Guide describes the Netropy hardware for each specific model. A separate 
Quick Start Guide provides a walk-through for  first time configuration.  

The Netropy network emulator attaches to an Ethernet network and simulates the bandwidth, 

delay, loss and other conditions of the wide-area network to test application performance. 

1.1 Netropy Configuration  

The Netropy network emulator  is usually  configured through  the browser-based Netropy GUI 
(Graphical User Interface). The GUI is accessible  through a dedicated management por t from 
any PC or other device with a standard web browser using HTTP or HTTPS.  

In addition to the GUI, the Netropy network emulator  includes  a command line interface (CLI) 
that can be accessed via a serial console port  or over the network using Telnet or SSH. The CLI 
can be used to set the IP address of the management interface if the GUI is not accessible over 
the network , and to modify emulated link conditions  for integration with  scripting and test 
automation  tools.   

1.2 Netropy Operation 

Configuration and operation of the Netropy network emulator via the browser-based GUI 
requires only a few simple  steps: 

1. Open the GUI 
Connect to the Netropy unit through the dedicated management port  using a standard web 
browser. 

2. Select the Emulation Engine  

Depending on hardware model, the Netropy unit  will include between one and four separate 
Emulation Engines. Each Emulation Engine acts as an independent  network emulation 
system connecting a pair of Ethernet ports.  
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3. Add Paths 

Create separate WAN paths to carry packets b etween the two Ethernet ports  in each Engine. 
Each Emulation Engine can simulate up to 15 separate paths . 

4. Configure WAN conditions for each path  

Configure each path with the bandwidth, delay, loss, and other WAN conditions.  

5. Classify Packets  

Assign packets to the paths by IP source and destination address  range, VLAN, MAC 
address, TCP/UDP port numbers, MPLS label, or other packet identifier . 

6. Start the Emulation Engine  

Turn on emulation to begin testing . 

7. Monitor traffic  

View the graphs and link statistics to monitor application performance . 

8. Change configuration   

The configuration can be changed on the fly by adding or deleting paths, modifying path 
conditions, or updating  the packet classification rules.  

1.3 Netropy Models  and Firmware Versions 

The six current  Netropy models, N61, N91, 10G1, 10G2, 10G4 and 40G, can all run the firmware 
described in this TrdqƦr Fthcd. The various models offer identical functionality  and differ only in 
capacity  and number and type of network interfaces. The Netropy N90 model has been 
superseded by the N91 but can run the firmware described in this manual. Earlier Netropy 
models, the N60, N80, and 10G, are limited to running firmware versions up to v2.2.   

Depending on when the Netropy unit was produced and if  the firmware on the un it was updated, 
the unit may be running an earlier version of the firmware than described in this Userͻs Guide. 
Please consult the appropriate TrdqƦr Fthcd for the version of firmware running on your unit.  
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  INSTALLATION AND SET-UP 
 

To configure and operate the Netropy network emulator through its browser -based GUI, the 
dedicated Ethernet management port must first be configured with an appropriate IP address 
and subnet mask. For convenience, the MGMT interface comes pre -configured with an IP 
address of 10.0.0.10, and is accessible from a directl y-connected host on the 10.0.0.0 /255.0.0.0 
subnet. The IP address and subnet mask of the MGMT interface can be changed through the 
Netropy GUI or through the command -line interface . 

2.1 Preparation 

Management of t he Netropy device through the GUI requires a PC running a web browser with 
Flash version 10 or later installed.  

Initial configuration of the management interface requires either:  

} a PC running a supported web browser that can be confi gured and placed on the 
10.0.0.0/255.0.0.0 network . 

} a PC with an RS-232 serial port running terminal emulation software  such as HyperTerminal 
or PuTTY. 

2.2 Hardware Installation  

Plug in a standard power cord (a U.S. power cord is supplied with the unit) and turn on the 
power. Depending on the particular model, t he system will be available for use within 1 to 4 
minutes . 

For additional hardware installation details, please see the Hardware Guide for your model . 
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2.3 IP Address Configuration via the Netropy GUI 

To configure the MGMT interface  using the Netropy GUI: 

¬ Configure a PC running a supported web browser wi th the IP address 10.0.0.2 or other 
address on the 10.0.0.0/255.0.0.0 subnet.  

 Connect an Ethernet cable between the PC and the MGMT port on the Netropy unit . 

® Open the browser on the PC and enter http://10.0.0.10 .  Review the End User License 
Agreement. 

 ̄ Netropy units are shipped with a temporary license pre -installed for initial operation. 
Follow the instructions on the screen to download and install a regular license.  This step 
may be skipped, and the license installed later.  

°  Click on the Administration link at the top of the page and select the Network Settings tab. 
Set the IP address, subnet mask, and optional default gateway for the management 
interface, then clic k the Apply Changes button.  

± After the management interface has been configured, use the Ethernet cable to connect 
the MGMT port to the management network.  

2.4 IP Address Configuration via the Serial Console 

To configure the MGMT interface using the seria l console: 

¬ Using the provided serial cable, connect the serial port of a PC running terminal emulation 
software to the CONSOLE port of the Netropy WAN emulator. Set the serial port 
parameters to 9600 baud, 8 bits, no parity, 1 stop bit, and disable flow control. See the 
Hardware Guide for your model f or more details on c onnecting to the serial console . 

 Press [ENTER]  to display a login prompt. At the prompt, log in as ;admin΄. There is initially 
no password.  

netropy login: admin  

® Use the following comma nds to set the IP address, netmask, and default gateway of the 
MGMT port : 

mgmt set addr <ip - address> netmask <mask>  

mgmt set gw <default - gateway>   

IP addresses and subnet masks are entered in dotted -decimal format. For example:  
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[ netropy ] > mgmt set addr 192 .168.1.1 netmask 255.255.255.0  

 ̄ After the management  interface has been configured, use an Ethernet cable to connect 
the MGMT port to the management network. Open a browser and enter the IP address of 
the MGMT port . Review the Netropy End User License Agreement.  

° Netropy units are shipped with a temporary license pre -installed for initial operation. 
Follow the instructions on the screen to download and install a regular license. This step 
may be skipped and the license installed later.    

2.5 Network Inst allation  

Each Netropy Emulation Engine is installed between two LAN segments  and acts as a bridge or 
router between those two segments.  Packets received on one port of the Emulation Engine are 
subjected to configured emulation conditions before being forwa rded or routed to the opposite 
port.  

If configured as a layer 2 bridge, install each Engine on an Ethernet network in a location where 
the traffic that is to be sent over the emulated WAN will be forced to flow through the device. If 
configured as a route r, install the Engine between two separate subnets and configure static 
routes to pass traffic through the Engine . Each Engine is configured separately as a bridge or 
router. 
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  CONFIGURATION 
 

Configuration  of the Netropy network emulator is aided by understanding  a few basic concepts 
and terminology.  

3.1 Emulation Engine 

The Netropy Emulation Engine forwards packets and applies the configured emulation 
conditions  between a pair of Ethernet ports.  

 

 

 

 

 

 

 

 

 

 

 

 

Depending on hardware model, the Netropy unit contains  between one and four separate 
Emulation Engines. Each Engine operates independently of the other s, and can be thought of as 
a separate emulation device. Each engine has its own Ethernet ports, a network architecture 
that may include  multiple paths and classifier s, and separate traffic statistics and graphs.  

See Section 4 for more detail s on the Emulation Engine.  

Figure 1: Two separate Emulation Engines,  
each with 15 paths between each pair of ports.  
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3.2 Paths 

A path is a single configuration of bandwidth, latency, loss, and other network properties. Each 
Emulation Engine can have up to 15 separate paths.  

In the default single -link mode, each path represents a single WAN link, and all traffic using the 
path is aggregated over the path. In per -client emulation mode, each path represents one set of 
emulation parameters, but the traff ic to and from each separate IP address is allocated its own 
separate bandwidth.  

Each path consist s of three components : a WAN access link connecting the LAN to the WAN  on 
each side and traversal over the WAN in the middle . 

Each WAN access link connect s a LAN to the WAN. Bandwidth constraints and conditions that 
affect bandwidth availability are configured  in the WAN access link. The traversal over the WAN 
is characterized primarily by its latency, jitter, and loss conditions.  

See Section 5 for more details  on config uring paths .  

3.3 Classifiers   

Classifiers are sets of rules or filters that specify which packets are sent over which paths. Each 
port has its own classifier to direct the packets that arrive on that port. Most users will classify 
packets by IP source and destination address  range, but packets can instead  be classified  by 
IPv6 address, VLAN, MPLS label, MAC address, TCP or UDP port number, or any other packet 
field  or combination . Each classification rule includes an action that specifies whether  
matching  packets are sent over one of the configured paths, dropped, or forwarded without 
emulation . 

See Section 7 for more details on configuring classifiers .  

3.4 GUI and CLI 

Most users will find the browser -based graphical user interface to be the most  convenient way 
to configure and operate  the Netropy network emulator. However, a CLI is also available for 
integration with test automation tools.  

The device can be managed and any of the path emulation parameters can be set and modified 
through the CLI. However, the configuration of the emulated WAN architecture, including 
creating paths and building classification rules, must first be completed through the GUI.  

See Section 11 for more details on the CLI.  
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  EMULATION ENGINE 
 

4.1 Overview of Emulation Engines 

The Netropy Emulation Engine forwards packets and applies the configured emulation 
conditions between a pair of Ethernet ports.  

Depending on hardware model, the Netropy unit contains between one and four separate 
Emulation Engines. Each engine operates independently of the others, and can be thought of as 
a completely separate emulation device. Each engine has its own Ethernet ports, a network 
architecture that may include multiple paths and classifiers, and separate traffic statistics and 
graphs.  

To configur e a particular  Emulation Engine from the Netropy GUI, click on the corresponding 
Engine button at the top of the main page. 

Each Emulation Engine can be turned on or off independently. Emulation is initially turned off on 
all engines after reboot  or power cycle. Emulation can be tu rned on or off from the main page of 
the GUI or through  the CLI. When emulation is off, all packets are forwarded directly between the 
Emulation Engineͻs two ports , bypassing any emulation .  

Throughput graphs and statist ics can be viewed for emulated paths, as well as for the bypass 
traffic . 

The entire configuration of any Emulation Engine can be downloaded to a local file  from the 
Save tab of the Administration window . This configuration file can then be used to reconfig ure 
any Engine. 
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Figure 2: Main Page of the GUI 
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4.2 Engine Locking 

Users can lock individual Emulation Engines to prevent any changes made to the configuration 
by other users. Only the user who locked the engine and the admin user can modify  the 
configuration of a locked engine or unlock the engine . Locking is specific to each individual 
engine. Different users can lock different engines, or a single user can lock multiple engines.  

To lock an Emulation Engine, click the lock icon. To unlock, click again. 

For details on creating  and administering users, see Section 10 .2.  

4.3 Engine Self-Monitoring  

The Netropy Emulation Engine performs  continuous self -monitoring to ensure that test results 
have not been affected by  limitation s on the processing or buffering resources  of the Netropy 
engine.  

The current status of the Netropy engine is indicated  by the LEDs on each engine selection 
button . The LED on the left shows engine processing resource s and the LED on the right shows 
engine buffering resource s. Resource availability  is indicated by the LED color: 

Green: Engine is functioning normally with sufficient resources for the current processing and 
buffering load.  

Yellow: Resources are running low . Engine is functioning w ithout erro r and tests are valid, but if 
processing or buffering load increases further , the engine is in danger of reaching overload 
conditions.  

Red: Overload fault . Sufficient processing or buffering resources were not available and test 
results may have been affected. If a fault occurs , please review the error message in the log.  

If an overload of processing or buffering occurs, the LEDs will remain red to indicate an error 
until the log message has been marked as read or the log has been cleared. 

Hovering over the engine button display s a tool tip with det ails of the current status . 
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  PATHS 
 

5.1 Overview of Paths 

A path is a single configuration of bandwidth, latency, loss, and other network properties. Each 
Emulation Engine can have up to 15 separate paths. In the default single -link mode, each path 
represents a single WAN link, and all traffic using the path is aggregated over the path. If per -
client emulation mode is enabled, each path represents one set of emulation parameters, but 
the traffic to and from each separate IP address uses a separate WAN access link with separate 
bandwidth. Except where otherwise indicated, the descriptions in this User Guide refer to the 
default single -link mode. 

Each path consists of three sections:  

¶ WAN access link connecting a local network (in single -link mode) or individual device s (in 
per-client emulation mode) to the WAN line or cloud.  

¶ WAN line or cloud. 

¶ WAN access link connecting the WAN line or cloud to a local network.  

 

 

Figure 3: Path Components 

The WAN can be any type of wide-area network connection between two sites including 
terrestrial private lines, shared networks such as the Internet, and specialized satellite or 
wireless networks. The WAN is characterized primarily by its latency, jitter, and loss con ditions.  
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Each WAN access connects a local network or individual client connected to the WAN. 
Bandwidth constraints and conditions that affect bandwidth availability are configured for the 
WAN access. 

5.2 Single-Link and Per-Client Emulation  Paths 

Netropy offers the c hoice of treating each path as either:  

Single Link Mode: A single WAN link with all traffic using the path sh aring the bandwidth .  

Per-Client Emulation Mode: A set of emulation parameters that is applied to all traffic using the 
path, with each IP address assigned a separate WAN access link with separate bandwidth . 

Single-link mode is enabled by default. Use the Link Type parameter in the WAN Access panel to 
switch to per -client emulation model. This path mode setting can only be changed while 
emulation is turned off.  

5.2.1 Single-Link Mode 

In the default single -link mode, each path represents a single WAN link. All traffic using the path 
is aggregated over a single WAN access link on each side of the WAN and shares the 
bandwidth. In this mode, each Emulation Engine can simulate up to 15 individual WAN links. 

Single-link mode is appropriate for emulating a network in which end clients share WAN 
bandwidth, such as a few local office s connecting to a datacenter or two datacenters connected 
over the WAN.  

To use single-link mode, set the Link Type parameter for  the outbound wan access on both ports  
to single-link. 

5.2.2 Per-Client Emulation Mode 

In per-client emulation mode, each path represents a set of emulation parameters, but the traffic 
to and f rom each IP address uses a separate WAN access link with its own separate bandwidth. 
In this mode, each path can simulate thousands of WAN links, and additional paths can be used 
to provide up to 15 different sets of emulated conditions. Per -client emulati on mode is 
appropriate for testing large numbers of home users or mobile users independently connecting 
to one site or one server.  

To use per-client emulation mode, set the Link Type parameter on the client side outbound wan 
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access to Per IP Source and the Link Type on the server side outbound WAN access to Per IP 
Destination.  

Although each IP address has its own WAN access link with its own bandwidth allocation, the 
packets are aggregated over the WAN. Consequently, the traffic from each client is not tre ated 
separately, which may affect some WAN parameters such as variable delay or periodic loss. For 
example, if periodic loss is configured to drop every tenth packet, then every tenth packet from 
all clients together will be dropped rather than every tenth  packet trans mitted by each individual 
client.  

As packets arrive for a path, Netropy automatically creates a new WAN access link for each new 
IP address. Netropy can create separate WAN access links for up to 65,536 IP addresses on 
each path. Once a WAN access link is  created, it is not removed until emulation is disabled. If 
this limit is reached, packets for new IP addresses are dropped and an error is logged.  

When using the per-client emulation mode, only the WAN access parameters of bandwidth, 
queue limit, and fram e overhead can be emulated. The statistics and graphs display aggregate 
values across all clients, but since queue depth is only meaningful for individual clients, the 
statistics display a value of 0.  

5.3 Path Types 

Most network connections c an be characterized as either point -to-point or cloud -based. 

Private lines such as T1 or OC-3 lines 
directly connecting two sites are point -to-
point connections. The bandwidth out -
bound from one site is the same as the 
bandwidth in -bound at the other sit e, and 
typica lly the latency is constant. On these 
links, the bandwidth is throttled in the 
outbound direction from each site, and 
there is generally no need to configure the 
in-bound WAN access parameters.  

Network connections that consist of an access link to a shared network such as the Internet, an 
MPLS network, or a Metro Ethernet ring, can be thought of as a cloud. Cloud networks typically 
have limited bandwidth  access to a high-speed WAN, and frequently different speed access to 
the WAN at each site. In these situations, traffic can hit a bandwidth bottleneck both out -bound 
from a site to the WAN and in-bound from the WAN to the other site, making it necessary to 
configure both out -bound and in-
bound WAN access parameters. 
Similarly, if there is var iable delay 
in the WAN cloud, it may be 
necessary to configure the in -
bound WAN access parameters to 
rate-limit the resulting flow.  

Figure 5: Cloud Network 

Figure 4: Point -to-Point Line 
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5.4 Configuring Paths  

Each path is displayed on the main page of the Netropy GUI using an arrow labeled with its 
name. To configure a path, click on the arrow to open the Path Configuration window.   

The Path Configuration window is used to rename the path, choose whether the path is bi -
direction al or uni-directional, and configur e the WAN and WAN access conditions of the path.  

To rename a path, click the  existing name to edit it . 

To set a path to be bi -directional or uni -directional , use the direction  selectors on the top button 
bar. A path can be set to uni -directional only if the unused direction is not referenced by any 
classifier actions . The WAN and WAN access conditions of a path are configured independently 
in each direction of a bi -directional path.  

When finished, click the Apply Changes button. If the Path Configuration window is closed  
without clicking the Apply Changes button , any unapplied changes will be lost.  

Changes to the WAN and WAN Access conditions can be made from the CLI, but the path name 
and directionality  can only be set from the GUI. 

5.5 Adding and Deleting Paths 

To add a new path, click the Add Path butto n on the main page.  

To delete an unneeded path, click the path to enter the Path Configuration window  and use the 
delete button on the top button bar  to remove. Paths cannot be deleted while they are being 
used in any classifier rule.  
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  PATH PARAMETERS:  
CONFIGURING EMULATION CONDITIONS 

 

6.1 Configuring Path Parameters  

Each path consists of three  sections:  

} WAN access link connecting a LAN to the WAN 

} Traversal of the WAN line or cloud 

} WAN access connecting the opposite  LAN to the WAN 

The active configura tion is not modified until the Apply Changes button is pressed. The Apply 
Changes button is grayed out when there are no changes to apply or if there are any invalid 
entries. 

Figure 6: Path Configuration Window  
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Final validation of the configuration is performed when the Apply Changes button is pressed. If 
there are no errors in the configuration, the new configuration immediately take s effect. If there 
are any errors in the configuration, a red box is displayed around the invalid panel. Hovering over 
the panel displays a description of t he error. 

6.2 WAN Access Parameters  

The WAN Access panel configures the parameters that affect bandwidth availability  for traffic 
outbound from the LAN to the WAN, and optionally for traffic inbound onto the LAN from the 
WAN. There are separate panels for the WAN Access link on both  sides of the WAN . 

The WAN access link configuration can either be a single amount of bandwidth shared by all 
traffic over the WAN access link (single -link mode) or a set of emulation parameters that are 
applied independently to the traffic from each separate IP address (per-client emulation mode.) 
See Section 5.2 for more information  on link types . 

In single-link mode, all WAN access emulation parameters are available.  In per-client emulation 
mode, only the WAN access parameters of bandwidth, qu eue limit, and frame overhead can be 
emulated. Background utilization, queuing strategy, and MTU limits cannot be emulated and are 
not displayed in the GUI.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7: WAN Access Configuration Panel 
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6.2.1 Link Type 

The Link Type panel is used to select between single -link mode and per-client emulation mode . 
In per-client emulation mode, set the client -side outbound WAN access link type to Per IP 
Source and the server side outbound WAN access to Per IP Destination.  

Inbound WAN access, if enabled, can only be configured as a single link.  

 

 

 

 

6.2.2 Bandwidth  

The Bandwidth  panel is used to configure the rate of the WAN access link.  

The bandwidth  is set in increments of  1 bit per second, with a minimum rate of 1 00 bps and a 
maximum rate determined  by the maximum port speed (1 Gbps, 10 Gbps, or 40 Gbps depending 
on hardware model) unless limited to a lower rate by the license key. (See Section 10.11 for 
details on the license key .)  

A series of values for bandwidth changing over time can be added in a Recording file and played 
using the Playback feature. See Section 8 for details.  

If the entered bandwidth  is higher than the maximum port speed or higher than the license  key, 
a red error box will be drawn around the panel when the Apply Changes button is pressed and the 
changes will not be applied.  

 

 

 

Figure 8: Link Type Panel 

Figure 9: Bandwidth Panel  
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6.2.3 Background Utilization  

The Background Utilization panel  is used to create extra traffic that competes for bandwidth 
with the real application traffic  passing through the WAN access link. Background traffic only 
affects the WAN access link on which it is configured, and is not transmitted through the other 
components of the path or outside the Netropy device.  To have background traffic compete for 
bandwidth on the opposite WAN acce ss link, create an identical background traffic 
configuration on the WAN access link inbound to the opposite port.  

Background traffic  can be useful for testing the performance of particular applications over 
links that are congested with other traffic, and  for inducing jit ter to test real -time applications. 
Background traffic can either be created  with random packets based on an average link 
utilization rate or by replaying imported PCAP packet capture files.  

6.2.3.1 Random Background Traffic  
The Netropy Emulation Engine can generate random background traffic to compete with the real 
application traffic for bandwidth across the emulated WAN link. Random background traffic  is 
specified as a link utilization rate and a traffic burst size.  

The link utilizatio n rate specifies  the average percentage of bandwidth consumed by the 
background traffic. The link utilization rate can be set to 0  ͮ 100% of the bandwidth in 
increments of 0.01%.  

The burst size sets the size of the background traffic blocks  and is specifi ed in bytes from 64  ͮ
2,000,000 bytes. The default value is 1500 bytes. Larger bursts of background traffic induce 
greater jitter in the actual  traffic.   

Random background traffic is modeled as a Poisson process in which  bursts of data of a fixed 
size are transmitted at an  average rate such that the bandwidth will be occupied at the specified 
link utilization rate. Because it is a random process, over short periods the actual background 
utilization rate may vary from the configured value.  

 

 

 

 

 

 

 

 

Figure 10: Background Utilization - Random 
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6.2.3.2 Packet Replay Using PCAP Files 
The Netropy Emulation Engine can replay PCAP packet capture files as background traffic to 
compete for bandwidth with the real application traffic .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Network traffic can be captured and saved to a PCAP file by  Wireshark, tcpdump, or other 
protocol analyzer  or network monitor tool . PCAP files are imported into Netropy through the 
Packet Captures tab of the Admin istration window (Section 10.6 ). 

Any valid PCAP file can be used to generate background traffic, inclu ding individual streams, all 
traffic between two devices, all traffic from one device to any other device, or all traffic on the 
network over a period of time.  

All packets in the PCAP file are replayed in a single direction. Bidirectional packet captures 
generally need to be split into two unidirectional capture files.  

Multiple packet capture files can be replayed simultaneously, and each file can be replicated to 
simulate large numbers of streams or scaled to adjust the timing and bandwidth usage.  

Each packet capture file can be up to 10 MB in size, with the total for all packet capture and 
recording files limited to 40 MB.  

Figure 11: Packet Replay Configuration  
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To configure  PCAP replay background traffic , select packet replay on the Background Traffic 
panel and click edit to open the Packet Replay Configuration  window .  

The top of the Packet Replay Configuration  window displays a list of available PCAP files 
previously  imported into the Netropy device. Click a file to configure replay  of a stream based on 
that packet capture . The preview button displays a graph of the data rate of the stream.  

 

 

 

 

 

The New Replay Stream section of the window displays  the number of packets in the selected 
file, its  average data rate, and time duration of the capture. Configure replay with the following 
parameters: 

} Count: Number of separate copies of the stream to run.  By default, one copy is run but 
the same stream can be replicated up to 20,000 copies  to simulate multiple users or clients . If 
multiple copies are run, each copy will start at a random location in th e stream. 

} Scale: Time scaling factor between 0.001 and 1000 that adjusts the speed of the 
packet reply. The default value of 1.0 replays the stream at the same speed as the original 
transmission . A value of 2.0 replays the stream at twice the original spee d, thereby doubling 
the data rate. A value of 0.1 replays the stream  at a tenth of original speed.   

} Priority:  A value between 0-7 used for IP Precedence or VLAN PCP priority level for all 
packets in the file when strict prioritization or round robin queuin g strategy is enabled. If the 
default value of ͺnoneͻ is selected, the original IP Precedence or VLAN PCP value of each 
packet is used.  

Click the add button to add the file to the replay configuration. The list of file s to be replayed is 
displayed in the Current Replay Configuration table . A file can be removed from the 
configuration by selecting the file and clicking the delete button. Click accept to complete 
configuration of packet capture  replay and return to the Path Configuration window. Packet 
replay begins when the changes to the path configuration are accepted if emulation is already 
enabled, or when emulation is next turned on.  

Up to 20 separate playback entries can be created . Multiple copie s of the same file can be used 
with the same or different  count, scale, and priority settings.  A single PCAP file could therefore 
be used, for example, to simulate ten streams at half speed, two streams at the original speed, 
and five streams at twice the original speed.  

 

 

Figure 12: Background Utilization  ̲Packet Replay 
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Packet replay files and parameters can be changed on the fly while emulation is on. If the count, 
scale, or priority parameters for any stream are changed, playback for only that stream  will start 
from the beginning  when the path configuration changes are accepted , and any other running 
playback streams  will no t be affected.  

Packet replay only generates background traffic to compete with actual applicatio n traffic from 
external sources. Packets from the PCAP files are not transmitted out of the Netropy device.  

Packet replay consumes Netropy resources equivalent to traffic from external sources and must  
be included when considering packet forwarding and buffering  limits of the device.  

6.2.4 Queue Limit   

The Queue Limit panel is used to select the queue management algorit hm and configure the 
associated queuing parameters. The queue management algorithm controls the buffering and 
discarding of  packets when they arrive faster than the rate of the WAN access link . The queue 
management algorithm and parameters can be set to match the configuration of  an existing 
WAN access router . 

There are three choices for the Queue management algorithm:  

} Drop Tail 
The Drop Tail algorithm (also called tail drop) is a simple FIFO queue of a configured 
maximum size. When the buffer is full, any additional packets that  arrive are discarded. Using 
Drop Tail, specify the size of the buffer in KB or packets.  

 

 

 Figure 13: Queue Limit  ̲Drop Tail 
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} RED 
Random Early Detection (RED) is an active queue management algorithm that monitors the 
average queue size and begins randomly dropping a small number of  packets before the 
queue is full to create smoother flows and fairer drops. RED begins dropping packets at the 
configured minimum threshold, with the probability of drop increasing  linearly until  the 
configured maximum threshold , after which all packets are drop ped. Configure th e total 
buffer size, minimum threshold, and maximum threshold in KB or packets.  For more details 
on RED, see http:// www.icir.org/floyd/red.html. The value used for maxp is 0.1 and for wq is 
1/512.  

 

 

 

 

} Default 
The default option sets the queue management algorithm to Drop Tail and configures the 
queue depth to the equivalent of 250 ms at the currently configured bandwidth rate. For 
example, if the bandwidth is set to 100 Mbps, the d efault queue depth will be 3.125 MB . 
Changes to the bandwidth will automati cally adjust the queue depth.  

If priority queuing is selected under Queuing Strategy, the specified queue limits apply 
separately to the queue for each priority level.  

All entries for queue depth and thresholds are  limited to 100,000 pack ets or 100,000 KB. 

6.2.5 Queuing Strategy 

The queuing strategy panel determines the manner in which packets are queued and 
transmitted . The three options are a single FIFO queue, Priority queuing, and Round Robin. 

 

 

 

} Default (FIFO) 
The default option uses a single FIFO queue. Packets are transmitted in the order they arrive, 
with no prioritization of packets.  

Figure 14: Queue Limit  ̲RED 

Figure 15: Queuing Strategy 
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} Priority  
For class of service prioritization, i ncoming packets can be directed onto eight separate 
priority queues  based on the priority setting in the packet . Packets are transmitted based on 
strict priority: if there are any packets on a higher priority queue , they will be transmitted 
before any packets on a lower priority queue. Queues are numbered from highest  (7) to lowest 
(0). 

The queue management algorithm and  settings specified in the Queue Limit panel applies 
separately to each of the eight priority queues. For example, if Drop Tail is selected with a queue 
depth of 100 KB, each of the eight priority levels will consist of its own 100 KB queu e. 

There are two options for specifying the field to use for the priority level of the packets:  

IP Precedence: the th ree bits of precedence in the ToS field of IPv4 packets, or the three bits of 
precedence in the traffic classifier  of IPv6 packets.  

VLAN PCP: the three bit Priority Code Point field  in the VLAN header. 

} Round Robin 
Similar to Priority queuing, incoming packets are directed onto eight separate queues based 
on the IP Precedence or VLAN PCP priority value of each packet. Packets are pulled from 
each queue and transmitted in round robin order.  

As in Priority queuing, the queue management algorithm and settings specified in the Queue 
Limit panel applies separately to each of the eight queues.  

6.2.6 MTU Limit  

The MTU limit panel allows the setting o f a path MTU (Maximum Transmission Unit) , specifies 
whether ICMP error messages are sent, and specifies  whether IPv4 packets larger than the MTU 
limit are fragmented . 

If MTU limi ts are enabled, any IPv4 packet that exceeds the MTU can either be dropped or 
fragmented, depending on the IP Fragmentation setting:  

 

 

 

 

 

} Standard 
IPv4 packets without the Don't Fragment (DF) bit set are fragmented and all other packets are 
dropped. 

Figure 16: MTU Limit 
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} Never ͮ  Drop Only 
Packets larger than the MTU limit are always dropped. 

} Always  ͮIgnore DF 
Packets larger than the MTU limit are always fragmented regardless of the setting of the DF 
bit . This option should only be used when spec ifically required for testing . 

All non-IPv4 packets larger than the MTU limit are dropped. IPv6 packets are never fragmented. 

The MTU limit can be set to any value between 68 bytes and 9216 bytes.  

The sending of IPv4 ICMP Destination Unreachable Fragmentation Needed or IPv6 PKTTOOBIG 
error messages to the originator of the packet  can be enabled or disabled. When enabled, ICMP 
error messages are transmitted out the interface on which the original packet was received 
switching the source and  destination Ethernet and IP address es of the original packet.  

ICMP error messages are limited to 15 packets per second (per path per direction) , with short 
term bursts of up to 15 packets.  

6.2.7 Frame Overhead 

Frame overhead is the number of additional bytes required by a link -layer technology when 
transmitting a packet of data. Typically, the frame overhead consists of link -layer addressing 
and error checking information.  

To emulate a link-layer technology with a particular frame  overhead, select the value from the 
drop-down list, if available, or choose Custom and enter the specific value.  

To emulate the traversal of a frame o ver the WAN, Netropy calculates the effective size of the 
frame as the payload of the Ethernet frame (without the Ethernet header or  FCS) plus the 
specified frame  overhead.  

There are three choices for frame overhead: 

} Ethernet (header + FCS) 
This option em ulates a WAN link layer with an Ethernet -like frame of 18 bytes of header and 
frame check sequence (FCS). This is the default option and is a reasonable choice if the 
properties of the link layer are unknown.  

} Ethernet (header, FCS, preamble, pad) 
This opti on emulates an actual Ethernet link, including the preamble and padding between 
Ethernet frames. Select this option to emulate an Ethernet -based WAN network. 

} Custom 
This option allows the specification of  any link layer frame overhead in bytes per packet up to 
a maximum of  300 bytes. Select this option if the link layer frame  overhead is known. 
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6.3 WAN Parameters 

WAN delay, loss, link outage, corruption, reordering, and duplication parameters are configured 
on the WAN section of the Path Configuration win dow. The conditions are set separately for the 
two direction s. 

 

 

Figure 17: WAN Parameter Configuration Panel 
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6.3.1 Delay 

The Delay panel sets the latency and jitter in each direction. For variable latency distributions, a 
short  delay applied to a later packet may cause it to have a calculated transmission time prior to 
that of earlier packets with a longer delay. By default, packets are transmitted in the order 
received, which can skew the actual amount of delay applied.  If ;Allow Reordering΄ is selected, 
the order of th e packets can be changed. 

} Off: No latency added. 

} Constant: A single, fixed value for latency.  

 

} Uniform:  A uniform distribution of latency ranging between 
the configured minimum and maximum values.  The Minimum value must be less than or 
equal to the Maxi mum. 

 

} Exponential: An exponential  distribution curve, with a specified  minimum and mean . 

 

} Normal: A normal (Gaussian) distribution, with a specified mean and standard deviation  
(jitter) . To avoid negative latencies, the mean must be at least 3 times th e Std Deviation. 

 

Figure 18: 
Delay - Constant 

Figure 19: 
Delay ï Uniform Distribution 

Figure 21: 
Delay ï Normal Distribution 

Figure 20: 
Delay ï Normal Distribution 
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} Accumulate & Burst: Packets are held until either a packet count or time threshold is reached, 
then optionally delayed by an additional configured 'extra delay,' then transmitted as a burst. 
The timer for the time thre shold is started when the first packet in the burst is received. The 
maximum packet count threshold is 1000 packets, and the maximum time threshold is 10000 
ms (10 seconds).  

 

All delay values are specified in milliseconds in increments of 0. 01 ms.  

In addition to specify ing the latency using this delay panel, a series of values for latency that 
change over time can be added in a Recording file and played using the Playback feature. See 
Section 8 for details.  

By default, frames are not reordered even if subjected to diffe ring delays using a uniform or 
normal distribution . To allow packets to be reordered, check the ;Allow Reordering΄ option. For 
example, if the delay is set as a uniform distribution between 10 and 100 ms and the first frame 
is subjected to  a 90 ms delay and the second frame is subjected to a 20 ms delay, by default, 
the second frame cannot be transmitted until after the first frame has been transmitted. If 
;Allow Reordering΄ is selected, (and assuming no congestion) the second frame will be  
transmitted 20 m s after arrival and the first frame will be transmitted 90 ms after arrival, 
causing the order of the packets to be switched.  

To specify jitter, use either the normal or uniform distribution. Use the normal distribution to 
specify jitter a s the standard deviation from the mean delay. Use the uniform distribution to 
specify peak-to-peak jitter between the minimum and maximum values of delay.  

The various Netropy hardware models have different limits on the ability to process high packet 
rates combined with la rge latencies. For details, see the Hardware Guide for your model .  

 

 
The end-to-end round trip time (RTT) is a combination of four separate delays 
in each direction: the propagation delay, transmission delay, queuing delay, 
and reordering delay. 

 

Figure 22:  
Delay - Accumulate and Burst 
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6.3.2 Loss 

The Loss panel configures packet loss each direction. The options are:  

} Off: No packet loss . 

} Random: Random packet loss. Specify a single value for the probability that each packet 
will be lost.  Rates can be set from 0  ͮ100% in increments of 0.0001%. 

 

 

} Burst: Burst loss . Specify the probability that each packet will begin a burst of lost 
packets, and a minimum and maximum number of packets that will be lost in sequence. For a 
fixed burst size, set the minimum and maximum to the same value. Probabili ties can be set 
from 0  ͮ100% in increments of 0.0001%. 

 

 

} Gilbert-Elliott :    Gilbert-Elliott two-state loss . Specify the packet loss rates for the  ;good΄ and 
;bad΄ state s, and specify the per-packet probability of transitioning from each st ate to the 
other. All rates are specified as percentages set from 0  ͮ100% in increments of 0.0001%. 
When Gilbert-Elliott loss is first configured and each time emulation is subsequently turned 
on, loss starts in the good state.  

 

Figure 23:  
Loss - Random 

Figure 24:  
Loss - Burst 

Figure 25:  
Loss ï Gilbert-Elliott 
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} Periodic:  Periodic packet loss. Specify the loss period and burst size  in numbers of 
packets . For example, a period of 1000 packets with a burst size of 10 packets would result in 
a fixed pattern of 990 packets forwarded followed by 10 packets dropped . 

 

 

} BER:  Loss due to bit errors. Set the coefficient and exponent. Bit error rates can take 
values of 1x10 -18 or greater and are entered in scientific notation. The coefficient of the rate 
must be entered as a value greater than or equal to 1  and less than 10. All packets that 
conta in a bit error are discarded  ͮ to transmit corrupted packets, use the Corruption 
emulation . 

 

 

In addition to the specifying the loss  using this panel, a series of random loss rates  that change 
over time can be added in a Recording file and played using th e Playback feature. See Section 8 
for details.  

6.3.3 Network Outage 

The Netropy Outage panel simulates a periodic link outage causing 100% packet loss  for a 
specified duration and interval . The interval is the amount of time between the beginning of 
successive outages, not the amount of time between the end of one outage and the start of the 
next outage.  

Both the duration and interval can be set as single values or ranges of values separated by a 
hyphen. Values can be set from 1 ms (0.001 seconds) to 1 we ek (604,800 seconds) in seconds 
in increments of 0.001 seconds. If the duration is set to a value that is longer than the interval, 
the outage will be continuous.  

 

 

 

Figure 26:  
Loss - Periodic 

Figure 27:  
Loss - BER 

Figure 28: Network Outage 
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6.3.4 Corruption 

The Corruption panel is used to insert bit errors into forwarded packet s at the specified bit error 
rate. Set the BER coefficient and exponent. Bit error rates can take values of 1x10 -18 or greater 
and are entered in scientific notation. The coefficient of the rate must be entered as a value 
greater than or equal to 1 and less than 10.  

 

 

Corruption only affects the contents of received Ethernet frames. Neither the Ethernet header 
(including EtherType and optional VLAN tag) nor the Ethernet FCS will be corrupted.  

6.3.5 Reordering 

The Reordering panel specifies the probabilit y for each packet that it is reordered , and how far 
back in the data stream the  reordered packet is moved from its original position. If a packet is 
randomly selected for reordering, it is held until the offset number of packets arrive and 
reinserted into the data stream at that point. For example, if the offset is 5 packets, any packet 
that is reordered will be held and reinserted after the fifth subsequent packet. 

 

 

 

 

 

To configure  packet reordering , set: 

} Probability: the likelihood that each frame will be reordered. Probability can be set from  0  ͮ
100% in increments of 0.0001%. 

} Offset  Range: the number of packets that the reordered packet is moved back in the data 
stream. Either a single value or a range of values can be configured. To specify  a range, input 
the minimum and maximum reordering offsets separated by a dash, i.e. 5-12. 

} Timeout: the maximum amount of time to wait for the number of offset packets to arrive. For 
example, if the offset is set to 1000 packets and the timeout set to 5 ms, if 1000 p ackets do 
not arrive within 5 ms, the packet will be reinserted in the packet stream at that expiration of 
the 5 ms period. The default value for timeout is 10,000 ms. The timeout value is specified in 
ms in increments of 0.01 ms.  

Figure 29: Corruption  

Figure 30: Packet Reordering 
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Only one packet can be held for reordering at any time. While a packet is waiting for reinsertion, 
the arriving packets are not subject to reordering. For example, if a packet is randomly selected 
for reordering with an offset of 5 packets, the next five packets that arrive can not also be 
reordered. 

6.3.6 Duplication  

The Duplication panel specifies the probability for each packet that it  is duplicated.  

 

 

 

 

Duplicate packets  are inserted into the data stream immediately after the original packet. 
Duplicate packets  are then subjected to delay, loss, and reordering independently of the original 
packet.  

The duplication probability can be set from 0  ͮ100% in increments of 0.0001%. 

Figure 31: Packet Duplication  
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  PACKET CLASSIFIERS 
 

7.1 Overview of Packet Classification  

Classifiers are ordered sets of rules or filters that specify which packets are sent over which 
paths. The first rule in order that matches the packet is used to specify the action for the 
packet. 

Each classification rule consists of two components: match and action. Packets may be 
matched by sou rce and destination IP address (IPv4 or IPv6), VLAN, MPLS label, MAC address, 
TCP or UDP port number, or any other packet field or combination. Packets that match the rule 
then follow the configured action. There are three options for the action of each ru le: 

} Use path:  Packets matching the rule are sent over the specified path.  

} Drop:  Packets matching the rule are dropped.  

} Bypass:  Packets matching the rule are forwarded without emulation.  

The default action specifies the action for packets that do not mat ch any of the explicit rules.  

 

 

Figure 32: Packet Classification  
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To configure the classifier , click the Packet Classifier button next to either port on the main 
window. Either button opens the Classifier Configuration window to set the classifier  for both 
ports . Select the classification method for each port, then add rules. Up to 30 separate rules can 
be created for each port.   

Only one of the classification method s can be used on each port. To make rules for more than 
one classification type, such as b oth IPv4 and IPv6 packets, to build complex rules with multiple 
criteria such as a specific IP address within a specific VLAN, or to create rules based on any 
arbitrary field or identifier  in the packets , use the flexible Combination Classifier.  

For symmetric con figurations, configure rules on one port and use the mirror button to 
automatically create rules for the opposite port.  

To forward ARP packets without impairment, check the ;ARP Frame Bypass Emulation΄ option 
in the Bridge/Route tab of the Administ ration w indow (Section 10.3.1) . When this option is 
enabled, all ARP packets are forwarded directly between the ports bypassing emulation 
regardless of any classification rules that would otherwise apply to the packets.  

Classifiers can only be set in the GUI and cannot be created or modified in the CLI.  

7.2 Classification Methods  

Packets may be classified by source and destination IP address (IPv4 or IPv6) range, VLAN, 
MPLS label, MAC address, TCP or UDP port number, or any other packet field. Use the drop-
down menu to select the classification method for each port. Only one classification method 
may be selected for all packets arriving on the port. The ;Combination΄ classifier allows packets 
to be classified based on multiple classification types, a combination of fields, or to any 
arbitrary header field or packet identifier .  
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7.2.1 Classification Off  

With classification turned off, a single specified action is applied to all packets.  

 

 
 

Figure 33: Classification Off 

.2.2 IP Address Classification  

IP address classification matches packets by source and destination IPv4 address or range of 
addresses. For a packet to match a rule, both the source and destination address of the packet 
must fall within the configured source and destinati on address ranges of the rule . 

IP address ranges may be specified in the following formats:  

} as a single address in dotted decimal notation  
ex. 10.0.0.10 

} as a range of IP addresses separated by a dash 
ex. 10.0.0.0 ͮ  10.255.255.255 

} as a range of IP addresses represented by an address and prefix length  
ex. 10.0.0.0/24 

} using the wildcard ͺanyͻ to match any IP address 

Non-IP packets and IP packets that do not match any of the numbered rules follow the 
separately configured Default Action.  
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For classification ba sed on the Precedence or DSCP Type of Service (ToS) field in the IP header, 
use the Combination Classifier.  

7.2.3 IPv6 Address Classification  

IPv6 address classification matches packets by source and destination IPv6 address or range 
of addresses. For a packet to match a rule, both th e source and destination address of the 
packet must fall within the configured source and destination address ranges of the rule.  

IPv6 address ranges may be specified in the following formats:  

} as a single IPv6 address  
ex. 5001:0123:cccc::1 

} as a range of IPv6 addresses represented by an address and prefix length  
ex. 5001:0123:cccc::/48  

} using the wildcard ͺanyͻ to match any IPv6 address 

The standard abbreviation ;::́  can be used for one or more 16 bit all zero quantities. 

 

Figure 34: Classifi cation by IP Address 
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Non-IPv6 packets and IPv6 packets t hat do not match any of the numbered rules follow the 
separately configured Default Action.  

For classification based on the Traffic Class field in the IPv6 header, use the Combination 
Classifier instead.  

 

7.2.4 VLAN Classification 

VLAN classification mat ches packets by the VLAN ID and PCP value in the IEEE 802.1Q VLAN 
tag. 

The VLAN ID may be specified as a single value between 0 and 4095, or as a range of values 
separated by a hyphen. The wildcard ͺanyͻ can be used to match any value. 

The PCP (priority code point) is a 3-bit field in the VLAN tag used for prioritization. The VLAN 
PCP is specified as a single value between 0 and 7, or the wildcard ͺanyͻ. To ignore the VLAN 
PCP, use ͺanyͻ so that any PCP value will match.  

VLAN classification matches  the 802.1Q VLAN header of which there can be only one in any 
packet. Any stacked service VLAN (SVLAN) 802.1ad headers are ignored by the VLAN classifier, 
but can be used for classification with  the raw data filters of the Combination Classifier.  

Packets that do n ot have a VLAN tag or do not match any of the numbered rules follow the 
configured Default Action.  

Figure 35: Classification by IPv6 Address 
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Figure 36: Classification by VLAN 

7.2.5 MPLS Label Classification  

MPLS label classification matches packets by the MPLS label of each packet. 

The MPLS label may be specified as a single value between 0 and 1048575, or as a range of values 
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Stacked MPLS labels are supported, but MPLS label classification is always based on the 

outermost label (the label acted on by the next router in line). Other MPLS labels can be used for 

classification with the raw data filters of the Combination Classifier. 

Packets that do not have an MPLS label or do not match any of the numbered rules follow the 

configured Default Action.  

 










































































































